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Abstract - Image processing is an essential technique for transforming an image into digital form for performing certain 

operations to attain useful information. Satellite image processing is an essential area in research and development with earth 

and satellite images taken by artificial satellites. The photographs are gathered in digital form and processed by computers to 

extract the information. Image enhancement increases the quality and information content before processing. Image 

compression is an essential step for processing large images through an encoder. Image pre-processing is carried out to 

improve image quality by minimizing undesired distortions for a particular application. Image segmentation is the method of 

dividing the digital image into multiple segments to enhance image quality. Many researchers carried out their research on 

image compression, pre-processing, and segmentation methods for image quality enhancement. But, the compression ratio and 

compression time were not improved by image quality enhancement. In order to address these problems, many image 

compression and filtering techniques are reviewed. 
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1. Introduction 

Image compression is an important feature in computer 

vision issues where image transmission is involved. Image 

compression algorithms are quite complex and difficult to 

run on hardware. Image compression is important in digital 

image processing for efficient image storage. Image 

compression saves storage space with minimal time 

consumption for fast transmission. Lossless compression 

allows the original data to be perfectly reconstructed from 

compressed data. Image compression minimized the image 

data redundancy. Image compression reduces the size in 

bytes of a digital image without reducing the image quality 

to an undesirable level.  

 

This paper is organized as follows: Section 2 reviews the 

satellite image quality enhancement methods. Section 3 

describes the existing satellite image quality enhancement 

methods. Section 4 portrays the simulation settings with the 

possible comparison between them. Section 5 discusses the 

limitation of existing satellite image quality enhancement. 

Section 6 concludes the paper.  

 

2. Literature Review 

Unified network architecture was designed in [1] to 

perform the task through a recurrent neural network (RNN) 

based image compression and three-dimensional (3D) 

reconstruction. The joint model provided image compression 

for 3D reconstruction. But, the designed architecture attained 

lesser performance for better compression rates.   

  

 An entropy minimization histogram emergence 

(EMHM) scheme was introduced in [2] to reduce the number 

of grayscales with nonzero pixel populations (GSNPP) to 

improve the image quality. However, the compression time 

was not minimized by the EMHM scheme. 

  

 A generative adversarial network (GAN) based 

prediction method termed MultiTempGAN was introduced 

in [3] for performing multitemporal image compression. The 

designed method described a lightweight GAN-based model 

to convert the reference image into the target image. But, the 

compression ratio was not improved by MultiTempGAN. 

 

A deep multi-stage representation-based image 

compression (MSRIC) method was introduced in [4] with 

detailed information on shallow stages. However, efficient 

network architecture minimized the parameter volume and 

complexity of hierarchical hyper-prior for accurate entropy 

estimation.  

 

A unique pixel-level multispectral (MS) very high 

resolution (VHR) image segmentation algorithm was 

introduced in [5] depending on variable-length multi-

objective genetic clustering. But, the segmented images were 

not classified using ground truth information for change 

detection. 

 

http://www.internationaljournalssrg.org/
http://creativecommons.org/licenses/by-nc-nd/4.0/
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Convolutional Neural Network (CNN) was introduced in 

[6] for semantic segmentation of remote sensing images. 

Encoder-Decoder CNN structure and U-net were employed 

for multi-target semantic segmentation with remote sensing 

images. However, an improved SegNet was not used for 

multi-target semantic segmentation of remote sensing 

images. 

 

A new domain adaptation algorithm was introduced in 

[7] to address the satellite and aerial imagery for region 

segmentation issues. Built-up area estimation was an 

essential component of human impact on the environment for 

urban population analysis. But, the segmentation time was 

not minimized. 

 

A weakly supervised learning framework was designed 

in [8] to update deep learning model parameters and to 

suppose the hidden true vector label location. The designed 

framework labeled location errors in the vector 

representation to partially preserve the geometric properties. 

But, the designed method does not fully incorporate 

geometric properties of label location errors in vector 

representation. 

 

An image-based two-phase data-driven framework was 

introduced in [9] for identifying and segmenting the 

landslide regions. An object detection algorithm was 

employed to identify the landslide location with satellite 

images. But, the error rate was not reduced by the image-

based two-phase data-driven framework. 

 

A new filter was introduced in [10] for image quality 

enhancement depending on the combination of the shock 

filter with the fourth-order diffusion equation. However, the 

designed filter was a semi-implicit scheme with harmonic 

means to remain inefficient and unstable.  

 

An image compression technique was introduced in [11] 

to improve image quality and minimize bandwidth size 

transmission. But, the compression ratio was not improved 

by the designed technique. 

  

3. Satellite Image Quality Enhancement 

Methods 
Satellite image enhancement is essential in satellite 

image processing to improve the visualization of the features. 

Satellite images are captured from a long distance because of 

atmospheric barriers. Image enhancement is an enhancement 

of satellite image quality without knowledge about the 

source of degradation. Image compression is an essential step 

in image processing and computer vision pipelines. The 

compression is carried out to deliver the images with a high 

compression ratio. The evaluation criteria and compression 

goals are employed to perform the computer vision tasks 

with multi-view three-dimensional (3D) reconstruction.  

3.1. Image Compression Optimized for 3D Reconstruction 

by Utilizing Deep Neural Networks 

Compression in context was important when multi-view 

data was transmitted using limited resources. Unified 

network architecture was introduced to address the tasks 

jointly on recurrent neural network (RNN)-based image 

compression and three-dimensional (3D) reconstruction. The 

joint models carried out image compression for specific tasks 

of 3D reconstruction. The compressed image yielded better 

3D reconstruction performance superior. The designed 

architecture increased compression rates where 3D 

reconstruction was possible. RNN-based image compression 

was carried out efficiently without additional cost to attain 

compression on top of the computation required for 

performing the 3D reconstruction task. RNN-based image 

compression was employed to compress the images used for 

3D reconstruction. The compression was employed with 

negligible computation for image compression. The designed 

compression exceeded the 3D reconstruction performance 

attained from images compressed by JPEG-2000 across 

different medium to ultra-aggressive compression rates. The 

RNN-based basic component was employed for image 

compression and 3D reconstruction to demonstrate a generic 

concept with multi-task learning.  

 

3.2. An Entropy Minimization Histogram Emergence 

Scheme and its Application in Image Compression 

Image histograms are used in different image processing 

techniques like image enhancement, compression, and 

segmentation. An entropy minimization histogram 

emergence (EMHM) scheme was introduced to minimize the 

number of grayscales with nonzero pixel populations 

(GSNPP) without losing the image quality. Image entropy 

was reduced after histogram emergence, and entropy 

reduction gets maximized through EMHM. The reduction in 

image entropy was improved with a minimum average code 

word length per source symbol. The entropy of the source 

signal was determined to be consistent with Shannon's first 

theorem. EMHM minimized the code length of entropy 

codings like Huffman, Shannon, and arithmetic coding while 

preserving the image's subjective and objective quality. 

EMHM minimized an image entropy and the number of 

grayscale with a nonzero pixel population. The pixel 

population of grayscale with a greater pixel population 

difference was determined to minimize the entropy of the 

output image. EMHM was used to reduce the number of 

GSNPPs. Image entropy gets minimized for image 

compression. EMHM segmented the transformed images into 

blocks and quantified each block separately. The 

quantization operation minimized the GSNPP redundancy in 

every block and reduced the redundancy of the global image 

sufficiently. Entropy minimization was carried out for semi-

supervised learning.  
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3.3. MultiTempGAN: Multitemporal Multispectral Image 

Compression Framework using Generative Adversarial 

Network 

 Multispectral satellites measure reflected energy from 

different regions on earth to generate multispectral (MS) 

images continuously. MS image was employed for the same 

region regarding the satellite revisit period. The images were 

gathered over the same region of multitemporal images at 

different times. The compression techniques were introduced 

based on the spectral and spatial correlation within MS 

images. A temporal correlation was determined between 

multi-temporal images. A new generative adversarial 

network (GAN) based prediction method termed 

MultiTempGAN for multitemporal MS image compression. 

The designed method described the lightweight GAN-based 

model that transforms the reference image to the target 

image. The generator parameters of MultiTempGAN were 

saved for reconstruction in the receiver system. 

MultiTempGAN included less number of parameters to 

provide efficiency in multitemporal MS image compression. 

MultiTempGAN attained the best metric values among 

techniques at a high compression ratio with convincing 

performances in change detection applications.  

 

4. Performance Analysis of Satellite Image 

Quality Enhancement Methods 

Experimental evaluation of existing compression-based 

quality enhancement techniques is implemented using 

Matlab software. The experiment of existing compression-

based quality enhancement techniques is conducted using the 

Cardiovascular Disease dataset Satellite Image Classification 

taken from the Kaggle. The URL of the mentioned dataset is 

given as  

https://www.kaggle.com/datasets/mahmoudreda55/satell

ite-image-classification. The dataset comprises dataset has 

5631 images in jpg format. Result analysis is carried out with 

existing methods with parameters are,  
 

• Compression ratio, 

• Compression time and 

• Space complexity 

 

4.1. Measurement of Compression Ratio 

Compression Ratio is defined as the ratio of the original 

image to the compressed data without considering original 

data precision. The compression ratio is formulated as, 

 

  𝐶𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑟𝑎𝑡𝑖𝑜 =
𝑈𝑛𝑐𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑒𝑑 𝑖𝑚𝑎𝑔𝑒 𝑠𝑖𝑧𝑒  

𝐶𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑒𝑑 𝑖𝑚𝑎𝑔𝑒 𝑠𝑖𝑧𝑒 
                (1) 

 

From (1), the compression ratio of different image sizes 

is attained. The technique is more efficient when the 

compression ratio is higher.  

 

Table 1 describes the compression ratio for satellite 

image sizes ranging from 1 to 10. Compression ratio 

comparison takes place on the existing Unified network 

architecture, entropy minimization histogram emergence 

(EMHM) scheme, and generative adversarial network (GAN) 

based prediction method. Let us consider input as image 9 of 

10.22KB size. The compression ratio of unified network 

architecture is 15. The compression ratio of the EMHM 

scheme and GAN-based prediction method are 13 and 10. 

The graphical representation of the compression ratio is 

illustrated in figure 1. 

 
Table 1. Tabulation for Compression Ratio 

Fig. 1 Measurement of Compression Ratio 

 

Fig. 1 describes the compression ratio for different 

satellite image sizes. The blue color cylinder represents the 

compression ratio of unified network architecture. The red 

and green color cylinders denote the compression ratio of the 

EMHM scheme and GAN-based prediction method 

correspondingly. It is clear that the compression ratio using 

unified network architecture is higher when compared to the 

EMHM scheme and GAN-based prediction method. It is due 

to the application of RNN-based image compression without 

Satellite 

Image 

Size 

Image 

Size 

(KB) 

Compression Ratio 

Unified 

network 

architecture 

EMHM 

scheme 

GAN-

based 

predicti

on 

method 

Image 1 6.6 18 15 10 

Image 2 4.48 20 17 12 

Image 3 4.71 15 14 11 

Image 4 4.56 12 10 8 

Image 5 3.98 14 12 9 

Image 6 19.94 11 8 6 

Image 7 2.48 9 7 5 

Image 8 7.85 12 10 8 

Image 9 10.22 15 13 10 

Image 10 2.11 18 16 15 

https://www.kaggle.com/sudalairajkumar/novel-corona-virus-2019-dataset
https://www.kaggle.com/sudalairajkumar/novel-corona-virus-2019-dataset
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additional cost to attain thecompression for performing 3D 

reconstruction tasks. This, in turn, helps to increase the 

compression ratio. As a result, the unified network 

architecture compression ratio is increased by 20% compared 

to the EMHM scheme and 57% compared to the GAN-based 

prediction method. 

 

4.2. Measurement of Space Complexity  

Space complexity is defined as the total amount of 

memory space consumed for storing the compressed image. 

The space complexity is computed in terms of kilobytes 

(KB) and formulated as, 

 

𝑆𝑝𝑎𝑐𝑒𝐶𝑜𝑚 = 𝑁 ∗
𝑚𝑒𝑚𝑜𝑟𝑦 𝑓𝑜𝑟 𝑠𝑡𝑜𝑟𝑖𝑛𝑔 𝑜𝑛𝑒 𝑐𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑒𝑑 𝑖𝑚𝑎𝑔𝑒)             (2) 

 

 From (2), the memory space needed for storing the 

compressed data is measured. '𝑁 ' denotes the number of 

satellite images. The method is said to be more efficient 

when the space complexity is lesser. 

 
Table 2. Tabulation for Space Complexity 

Number of 

Satellite 

Images 

(Number) 

Space Complexity (KB) 

Unified 

network 

architecture 

EMHM 

scheme 

GAN-based 

prediction 

method 

10 31 17 25 

20 33 18 27 

30 36 20 29 

40 39 22 31 

50 42 25 33 

60 45 30 35 

70 48 33 38 

80 51 35 41 

90 54 38 45 

100 57 41 48 

 

Table 2 describes the space complexity of the number of 

satellite images ranging from 10 to 100. Space complexity 

comparison takes place on the existing Unified network 

architecture, entropy minimization histogram emergence 

(EMHM) scheme, and generative adversarial network (GAN) 

based prediction method. Let us consider the number of 

satellite images as 50; the space complexity of unified 

network architecture is 42KB. The space complexity of the 

EMHM scheme and GAN-based prediction method is 25KB 

and 33KB. The graphical representation of space complexity 

is described in figure 2. 

 

Fig. 2 describes the space complexity for a different 

number of satellite images. The blue color cylinder 

represents the space complexity of unified network 

architecture. The red color cylinder and green color cylinder 

denote the space complexity of the EMHM scheme and 

GAN-based prediction method correspondingly. 
 

Fig. 2 Measurement of Space Complexity 
 

It is observed that the space consumed using the EMHM 

scheme is lesser when compared to the unified network 

architecture and GAN-based prediction method. EMHM 

segmented the transformed images into blocks and computed 

each block individually. The quantization operation reduced 

the GSNPP redundancy in every block sufficiently. This, in 

turn, helps to reduce space complexity. Therefore, space 

consumption of the EMHM scheme is reduced by 37% 

compared to the unified network architecture and 22% 

compared to the GAN-based prediction method.  

 

4.3. Measurement of Compression Time 

The compression time (𝐶𝑜𝑚𝑝𝑇𝑖𝑚𝑒 ) is defined as the 

amount of time taken to compress the satellite image. The 

compression time is determined in terms of milliseconds 

(ms). It is formulated as, 
 

𝐶𝑜𝑚𝑝𝑇𝑖𝑚𝑒 = 𝑁 ∗ 𝑡𝑖𝑚𝑒 𝑐𝑜𝑛𝑠𝑢𝑚𝑒𝑑 𝑓𝑜𝑟 𝑐𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑖𝑛𝑔 𝑜𝑛𝑒 𝑖𝑚𝑎𝑔𝑒)       
(3) 

 

From (3), compression time for different image sizes is 

achieved. '𝑁 ' denotes the number of satellite images. The 

method is said to be more efficient when the compression 

time is lesser. 

 

Table 3 illustrates the compression time to the number of 

satellite images ranging from 10 to 100. Compression time 

comparison takes place on the existing Unified network 

architecture, entropy minimization histogram emergence 

(EMHM) scheme, and generative adversarial network (GAN) 

based prediction method. Let us consider the number of 

satellite images as 70. The compression time of unified 

network architecture is 36ms. The compression time of the 

EMHM scheme and GAN-based prediction method is 34ms 

and 30ms. The graphical representation of compression time 

is illustrated in Fig. 3 

 



V. Sivasankar & P. Suresh Babu / IJCTT, 70(10), 1-7, 2022 

 

5 

0

5

10

15

20

25

30

35

40

45

10 20 30 40 50 60 70 80 90 100

C
o

m
p

re
ss

io
n

 t
im

e 
(m

s)

Number of Satellite Images (Number)

Unified network architecture EMHM scheme

GAN based prediction method

Table 3. Tabulation for Compression Time 

Number of 

Satellite 

Images 

(Number) 

Compression Time (ms) 

Unified 

network 

architecture 

EMHM 

scheme 

GAN-based 

prediction 

method 

10 18 21 12 

20 20 23 15 

30 24 25 18 

40 27 28 20 

50 30 30 23 

60 33 32 25 

70 36 34 30 

80 39 38 33 

90 42 40 35 

100 45 43 38 
 

Fig. 3 Measurement of Compression Time 

 

Fig. 3 describes the compression time for the different 

numbers of satellite images. The blue color cylinder 

represents the compression time of unified network 

architecture. The red and green color cylinders denote the 

compression time of the EMHM scheme and GAN-based 

prediction method correspondingly. It is observed that the 

compression time consumed using GAN based prediction 

method is lesser when compared to the unified network 

architecture and EMHM scheme. It is due to the application 

of MultiTempGAN with metric values at a high compression 

ratio for change detection applications. This, in turn, helps to 

reduce the compression time. Therefore, the compression 

time of GAN based prediction method is reduced by 22% 

compared to the unified network architecture and 23% 

compared to the EMHM scheme.  

 

5. Discussion and Limitations of Satellite Image 

Quality Enhancement Methods 

Unified network architecture was introduced to address 

the tasks jointly on RNN-based image compression and 3D 

reconstruction. The joint models carried out image 

compression for 3D reconstruction. The designed 

architecture attained lesser performance counter-intuitively 

obtained for better compression rate. The designed 

techniques must obtain a better and smooth performance 

curve across compression rates. EMHM scheme minimized 

the number of grayscales with nonzero pixel populations 

(GSNPP) without visible loss to improve the image quality. 

Image entropy is minimized after histogram emergence, and 

reduction in entropy gets increased using EMHM. The 

entropy of the source signal was determined according to the 

Shannon first theorem. The compression time was not 

minimized by the EMHM scheme at the required level. 

 

A GAN-based prediction method performed 

multitemporal MS image compression. The designed 

technique described a lightweight GAN-based model to 

transform the reference image into the target image. The 

generator parameters of MultiTempGAN were saved for 

reconstruction purposes in the receiver system. However, the 

compression ratio was not improved by MultiTempGAN 

 

5.1. Future Direction 

The future direction of the satellite image quality 

enhancement methods is to improve the compression ratio 

and reduce time consumption by using machine learning and 

deep learning methods. 

 

6. Conclusion 
A comparative study of different satellite image quality 

enhancement methods is performed. From the study, the 

compression ratio was not improved by MultiTempGAN. In 

addition, the compression time was not minimized by the 

EMHM scheme at the required level. Unified network 

architecture attained a lesser compression rate with minimal 

space complexity. The wide experiment on conventional 

techniques estimates the result of different satellite image 

quality enhancement techniques and discusses its problems. 

From the result analysis, the research can be carried out 

using machine learning and ensemble learning techniques for 

efficient satellite image quality enhancement with 

compression ratio and less time consumption. 
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